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Abstract
The present study evaluated the potential use of Twitter data for providing risk indices of STIs. We developed online risk 
indices (ORIs) based on tweets to predict new HIV, gonorrhea, and chlamydia diagnoses, across U.S. counties and across 
5 years. We analyzed over one hundred million tweets from 2009 to 2013 using open-vocabulary techniques and estimated 
the ORIs for a particular year by entering tweets from the same year into multiple semantic models (one for each year). The 
ORIs were moderately to strongly associated with the actual rates (.35 < rs < .68 for 93% of models), both nationwide and 
when applied to single states (California, Florida, and New York). Later models were slightly better than older ones at pre-
dicting gonorrhea and chlamydia, but not at predicting HIV. The proposed technique using free social media data provides 
signals of community health at a high temporal and spatial resolution.
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Introduction

Big data methods to analyze social media are opening the 
door to inexpensive ways of data collection: Social repre-
sentations and behavioral patterns that used to be acces-
sible only through survey data or direct observation can 

potentially be inferred by using social media to gauge the 
temperature of a geographic or online community. These 
methods may in the future allow us to study social media to 
understand geographic variability and assess public health 
needs in different regions. In the meantime, this potential 
may be assessed by studying the power of social media 
data to predict disease patterns. For example, mining social 
media data, localizing those data, and then using them to 
predict HIV and sexually transmitted infections (STIs) such 
as gonorrhea or chlamydia is critical to determine whether 
these data can be used to understand important social and 
disease patterns.

Since 2014, the Centers for Disease Control and Preven-
tion have reported a steady increase in cases of STIs in the 
United States, including an 18.5% rate increase in gonorrhea 
from 2015 to 2016 alone [1]. There is no report of such an 
increase in HIV, however, HIV remains a significant burden 
to public health in the U.S. [2]. Despite long-standing efforts 
to reduce transmission of STIs, an estimated 20 million STIs 
are diagnosed each year, creating approximately $517 mil-
lion, $162 million, and $12.6 billion in healthcare costs for 
chlamydia, gonorrhea, and HIV, respectively [3]. As for any 
infectious diseases, understanding the local geographic pat-
terns of STIs is essential to predict in which areas people 
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are most at risk of infection through another person. This 
geographic information can facilitate both treatment and 
prevention efforts in the areas most affected by the disease. 
Therefore, a big data approach that taps into social media to 
rapidly predict in which areas many people are infected may 
provide important information.

The social media data could correlate with HIV and STI 
prevalence for two reasons. First, specific words like “HIV” 
may be associated with prevalence if people pose questions 
or reveal their status in the public social media. More likely, 
social media correlates of prevalence will include words 
that are not about HIV and STIs but that act as indirect 
indicators of social trends (entertainment, dating, financial 
struggles, etc.) discussed in social media, which may be 
related to health in a community. Therefore, social media 
postings about sports, daily life, nightlife, and a myriad of 
other issues may indicate epidemiological differences across 
regions.

Developing a social media index that gauges HIV/STI 
prevalence in a region is important, and yet in some con-
texts, no data of broad and timely geographic coverage are 
available at all. A complete absence of data is not common 
in the United States, but limited data availability could 
occur if shifting government priorities reduce investments 
in science, public health, or marginalized populations [4, 
5]. In addition, countries in which surveillance efforts are 
weak [6], or in which administration suppresses these data 
or reports unreliable data for marginalized key populations 
[7], may benefit from having proxy measures of prevalence 
available for use in the community. Furthermore, promis-
ing results in this area will open up a range of possibilities 
such as developing social media measures for factors that 
are not commonly surveyed by government agencies on a 
national level, such as attitudes, homophobia, or intentions 
to use PrEP in particular regions. Therefore, testing social 
media indices of risk is an essential first step in advancing a 
promising measurement area.

Are there population considerations that would support 
the use of social media to predict patterns of HIV/STI preva-
lence? Yes–to begin, HIV and STIs are more common in 
younger populations, which are also heavy users of social 
media [8–15]. A recent Pew Internet study showed that 86% 
of 18–29 year olds use social media, as compared to 80% of 
30–49 year olds and 64% of 50–64 year olds [16, 17]. Social 
media users are also diverse in ethnicity. In the U.S., 69% 
of White, 63% of Black, and 74% of Hispanic people use at 
least one social media site. Priority populations in the area 
of HIV/STI also use social media. For example, men who 
have sex with men continue to bear the burden of HIV infec-
tion and are often heavy Internet and social media users. 
Studies reveal that about one-third of attendants of a gay 
pride festival had met a sexual partner on the Internet [18]. 
Opioid-using populations are now receiving attention and 

populate social media as well. A recent article in a popular 
media outlet has presented an investigative report on the 
use of social media in opioid-using populations [19]. Even 
though social media messages are likely to reflect the social 
temperature of an area irrespective of who posts these mes-
sages, the overrepresentation of young, at-risk populations 
online makes finding social media proxies for HIV and STIs 
highly promising.

In addition, social media can provide fast predictions. 
Social media postings such as text messages can be tracked 
in real time, which contrasts with the delays in public report-
ing of STI data in many U.S. counties. For instance, as of 
February 2018, the most recent US-wide HIV data available 
on the CDC websites and at AIDSVu.org are new diagnosis 
rates from 2016, with chlamydia and gonorrhea rates show-
ing similar reporting delays [2]. Such a delay limits commu-
nity-initiated education programs and prevention campaigns 
and increases the difficulty of addressing and anticipating 
health risks as they emerge. Social media data can provide 
faster insights, potentially contributing to prevention goals. 
If epidemic patterns change such that new outbreaks cannot 
be anticipated based on prior rates or traditional, slow-to-
change demographic factors, social media data may provide 
more current insights than the time-lagged surveillance data. 
In this way, the results of social-media-based analyses can 
provide information for preventive and control actions.

In this paper, our objective was to create an Online Risk 
Index (ORI), to be used as a signal or proxy of county-level 
HIV, gonorrhea, and chlamydia rates. Using county as the 
unit of analysis, we first developed ORIs by linking social 
media data (i.e., text messages), mined with computerized 
Natural Language Processing methods, to CDC-provided 
measures of new HIV/STIs diagnoses data and then evalu-
ated their performance by correlating the ORIs with the 
actual disease rates. In the present work, these signals were 
obtained using cross-sectional models in which predicted 
rates of HIV, chlamydia, and gonorrhea for a particular year 
were obtained based on language-based predictors from the 
same year.

Social Media in Predictions of Disease and Social 
Patterns

Big data is a term that describes large volumes of high 
velocity, complex and variable data that require advanced 
techniques and technologies to enable the capture, storage, 
distribution, management, and analysis of the information 
[20–24]. An emerging field is adopting social media data 
to understand public health problems such as influenza 
[25–27], HIV [22, 28–30], and heart disease mortality [31]. 
Specifically, language features on social media may be used 
as a signal but are unlikely to be explicit mentions of disease 
risk in a geographic region, such as a county.
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Social media sites with publicly available text data, geo-
graphic location information, and sufficient popularity are 
optimal for the proposed language-based analyses. Twitter, 
one of the most popular free micro-blogging services, is 
ideal because of its public nature, precise geolocation infor-
mation, and high volume. One in five Americans uses Twit-
ter and users mainly write text messages to communicate 
their thoughts, attitudes, and behaviors in textual form by 
posting a 140-character message termed tweet (and the char-
acter limit has been recently relaxed to 280 since mid-2017) 
[32–36]. Further advantages of using Twitter as a research 
tool include that the public data are available via authorized 
application program interfaces (APIs), that part of the data 
can be mapped to geographic locations [37], and that it is 
possible to obtain the data in real-time.

Despite the popularity of Twitter, only a few studies 
have started to use Twitter data to explore the relationship 
with HIV rates, and most of them have focused on testing 
whether or not there is an association [22, 29]. For example, 
Young et al. [22] found positive associations between tweets 
with sex- or drug-related words and HIV prevalence data. 
Likewise, Ireland et al. [29] examined the frequencies of 
action-oriented words (e.g., work and plan) in associating 
with county-level HIV prevalence rates. In a separate work 
attempting to predict HIV outbreak, Ireland et al. [30] used 
a future-oriented dictionary to analyze what kind of topic 
might predict HIV prevalence rates in U.S. counties. They 
used tweets from June 2009 to March 2010 [38] and identi-
fied two topics that were negatively and positively associated 
with HIV prevalence rates in counties. However, the over-
all performance of such a topic model in predicting HIV/
STI rates of all U.S. counties was largely unclear. Taken 
together, previous work has analyzed data from a short time, 
rather than multiple years as proposed here. No study, to our 
knowledge, has tackled the prediction analyses by including 
other STI rates in addition to HIV prevalence rates.

Machine learning methods, such as topic modeling and 
k-fold cross-validation techniques, allow the analysis of 
large and complex datasets while avoiding overfitting. For 
language data, topic modeling can find words that often 
occur together and group them into semantically related 
topics. Then, we can find out which of these topics are most 
predictive of, for example, HIV diagnoses in counties using 
non-parametric methods. These topic modeling methods are 
based on probability distributions, allowing us to include 
tens of thousands of words in the analysis without needing 
to conduct tens of thousands of significance tests. Because 
the topics are the final predictors of HIV rates, each word 
is relevant only insofar as it contributes to a semantic topic 
of multiple words. Importantly, we follow a standard pro-
cedure—k-fold cross-validation, which means using out-of-
sample prediction. Specifically, we train a topic model based 
on a random subsample of the data. Due to the size of our 

dataset, the training model will fit the data extremely well, 
and thus a more important question is how well the model 
predicts the remaining out-of-sample data. To answer this 
question, we test the model’s performance on the out-of-
sample data, and the correlation coefficients between pre-
dicted and actual values are then unlikely to be the result of 
overfitting a model. These techniques focused on the natural 
language processing of text data, which are nonspecific to 
Twitter postings and applicable to other sources of text data, 
such as Facebook data.

Closed Versus Open‑Vocabulary Methods and Precedents 
of Our Approach

Most previous health studies adopted a closed-vocabulary 
approach using pre-identified lists of words [22, 29, 30, 39]. 
Such an approach requires prior assumptions about which 
categories might predict the outcome (e.g., sexual behavior) 
and which words the community uses to talk about these cat-
egories on social media (e.g., slang terms for sexual behav-
ior). Risky behaviors such as condomless sex, however, may 
not be discussed online as frequently as, for instance, having 
the flu. Furthermore, people are likely to communicate on 
social media using informal, constantly changing writing 
conventions that suit their needs, culture, and idiosyncrasy 
[40, 41] and that can emerge in ways that researchers and 
practitioners cannot foresee. These challenges place limits 
on the use of closed-vocabulary approaches because pre-
identified words are unlikely to capture all relevant semantic 
features that are associated with health risk.

An open-vocabulary approach [42] may identify signals 
but not offer any explanation of diseases because it allows 
for flexible and dynamic linguistic patterns to emerge. In 
this approach, frequent words and clusters of words are con-
nected to the outcome variable in an exploratory, bottom-up 
fashion, which can be seen as a hallmark of big data methods 
[43]. These methods are comparable to the study of envi-
ronmental traces on human behavior as a way of gauging 
personality. For example, Park et al. [44] used Facebook 
Wall messages to assess individuals’ personality profiles, 
and Kosinski et al. [45] collected Facebook Likes data to 
predict dispositional characteristics. The approach is also 
analogous to psychological testing methods in which the 
items on a test do not bear direct resemblance with the 
traits being measured. The Minnesota Multiphasic Person-
ality Inventory (MMPI) is an excellent illustration of this 
approach. The MMPI includes over one thousand items, and 
analytical models have been developed to identify patterns 
of responses across different subscales for diagnosing poten-
tial psychological issues [46]. In the case of analyzing Twit-
ter messages, the open-vocabulary approach identifies topics 
in a language sample through machine learning methods.
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In the area of psychology, open-vocabulary analyses of 
Facebook Wall data (i.e., short and simple text messages) of 
sixty-six thousand Facebook users have been used to identify 
predictive models of personality traits based on language use 
[44]. Using extraversion as an example, the most predictive 
topic word cloud includes semantically related words, e.g., 
hanging, love, ready, providing signals to predict but not 
explain extraversion. Open-vocabulary analyses outperformed 
the closed-vocabulary models, as reported in other studies 
[42, 47]. The predicted personality scores of 4824 Facebook 
users and their self-reported personality scores correlated 
rs. = .35–.47, indicating that the language-based model using 
the open-vocabulary approach can provide valid personality 
information.

The Present Research

We used an open-vocabulary analytical framework to build 
ORIs and assessed their predictive power using out-of-sample 
validation methods as safeguards against spurious correla-
tions and overfitting. We obtained ORIs from five waves of 
de-identified Twitter data and provided a test of whether the 
prediction value of ORIs differs across years. In other words, 
is it possible to fit a model in 1 year and continue to use it for 
prediction across subsequent years? If so, this would represent 
a significant reduction of effort in the application of big data 
techniques to public health surveillance.

Methods

Overview

This project included Twitter text messages and HIV/STI 
rates. We collected over 3 billion tweets, identified their U.S. 
counties of origin, and derived word matrices for each county. 
Using county as the unit of analysis, we regressed the lan-
guage features on the HIV/STI rates to train models and used 
these models to calculate the ORIs of HIV/STIs, which we 
correlated with the actual new HIV/STI diagnoses from 2009 
to 2013. Because we are predicting community health, not 
individual health, the data do not include any inferences about 
particular users, and the present study was considered non-
human-subject research by the Institutional Review Board of 
our university. We combined all tweets for each county and 
processed them in an aggregated way without taking user 
demographics into account. All results are presented in a de-
identified fashion.

Data Sources

Twitter Data

Twitter provides free access to tweets via application pro-
gram interfaces (APIs; https ://dev.twitt er.com/overv iew/
api). We used the Gardenhose API to obtain a 10% random 
sample of all tweets in 2009–2010, and, after this formerly 
free service transitioned to commercial agreements, we 
used the Streaming API to collect a 1% random sample in 
2011–2013. We obtained over 3 billion tweets and retweets 
(i.e., reposts of other users’ messages) posted between 
June 2009 and December 2013. We included retweets 
because the content that individuals decide to retweet is 
also informative about popular topics and conversations 
within a community. Given county as the unit of analysis, 
we used the timestamp to exclude tweets not originating 
from U.S. time zones and combined users’ profile location 
(if available) with each tweet’s precise latitude and longi-
tude coordinates (if available) to map tweets to U.S. coun-
ties using Geographic Information Systems (GIS) database 
operations. We discarded other user information in the 
geo-mapping process, and it located 155 million tweets to 
U.S. counties (see Table 1). Tweets from the same county 
were combined into a single file, which was later used as 
a single unit in the analyses. Thus, the data could not be 
used to re-identify individual users and no demographics 
of sources of the tweets are available.

STI Data

County-level new diagnosis rates per 100,000 of HIV, 
chlamydia, and gonorrhea were obtained from the CDC 
[2, 48] and AIDSVu (http://aidsv u.org/) [49]. HIV data 
included only people aged 13 and older. States for which 
HIV data are not released at the county-level (i.e., Alaska, 
District of Columbia, South Dakota) were excluded. Data 
from counties with less than five new HIV diagnoses per 
year or less than 100 inhabitants are routinely suppressed 
by the CDC, and were thus not available for analysis.

Table 1  Number of geo-mapped tweets in 2009–2013

Year Coordinates Profile location Total

2009 6,215,264 41,479,196 47,694,460
2010 2,758,129 25,847,235 28,605,364
2011 246,561 3,966,570 4,213,131
2012 1,991,208 33,355,886 35,347,094
2013 3,011,939 35,782,401 38,794,340
Total 17,850,568 164,284,849 182,135,417

https://dev.twitter.com/overview/api
https://dev.twitter.com/overview/api
http://aidsvu.org/
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Analytic Procedures

Mapping Tweets to Counties

We used the location and coordinate information available 
in the Twitter metadata to map each tweet to a county [37]. 
This method relies on either the coordinate information 
attached to a tweet (latitude, longitude; available only in 
8% of all tweets) or the free-response location information 
specified in the user profiles (available in 11% of tweets).1 
We first filtered out all tweets from time zones outside North 
America or that contained location information from other 
countries in the user profiles (e.g., “Paris, France”). Then, 
we used the coordinate information of each tweet (if avail-
able) to map each tweet to a county. We also used the loca-
tion information in the users’ profile to determine the county 
and state of each tweets. When the location information was 
complete and included both city and state (e.g., “San Diego, 
California”), we matched the tweet to the relevant county. 
When the location field was incomplete, i.e., city name, we 
only matched counties if the name was unambiguous (e.g., 
“Chicago” was unambiguously Chicago, Illinois, whereas 
“Urbana” could be in Illinois, Ohio, or Maryland).

Approximately 19% of the tweets could be mapped to 
U.S. counties (about 155 million tweets), and this percent-
age is similar to the geo-mapping rate (i.e., 20%) reported 
in previous studies [30]. We also compared the accuracy of 
our geo-mapping procedure with that of the Google Maps 
Geocoding API, a commercial mapping service. A random 
sample of 20,000 tweets (proportional to the distribution of 
tweets across the years, and with both location and coor-
dinate information available) was extracted from the data 
set. When this set of tweets was geo-mapped using the geo-
mapping program and the Google Maps Geocoding API,2 
93% of the mappings were in agreement. Thus, our geolo-
cation method was highly accurate and given the volume of 
mapped tweets (19% of all tweets), highly adequate given 
our goals.3

Topic Extraction

We used a twofold cross-validation to avoid overfitting, 
meaning that we split the data into two halves, trained the 
models on one-half of the data, and tested their performance 
on the other half (out-of-sample prediction). The results are 
thus less likely to be based on merely spurious correlations. 
Rather than conducting separate tests to evaluate whether 
each individual word is a significant predictor, we used a 
topic modeling procedure. Each county was treated as a doc-
ument (meaning that the words from all tweets from each 
county were combined into one single word-by-frequency 
matrix; see Fig. 1) and associated with a list of topics; each 
topic refers to a group of semantically related words that co-
occurred frequently (e.g., one topic included storage, gospel, 
trends, and louis).

We used the Python package scikit-learn to convert a col-
lection of documents (i.e., each county’s tweets) into a fre-
quency matrix of token counts. The matrix of token counts 
was then analyzed using a well-established algorithm from 
computer science, Latent Dirichlet Allocation [43]. LDA 
is a Bayesian mixture model that groups words that often 
appear together to create topics (see Fig. 1). To illustrate 
our analytic procedure, we provide more details about 
using the 2009 model to compute the 2013 ORI of HIV 
new diagnoses rates based on 2013 tweets. We extracted 
topics from the 2009 tweets (Fig.  2 illustrates the two 
semantic features most strongly associated with each out-
come of one of the models), and we calculated the presence 
of each topic in each county with the probability defined 
as: p(topic, county) =

∑
p(topic�word) × p(word�county) , 

where p(word|county) represents the normalised proportion 
of words in a county document, and p(topic|word) refers to 
the probability of the topic given that word.

We next selected the topics that were most predictive of 
HIV in 2009 using an extremely-randomized-trees model 
[50]. We chose this method because it retains more topics 
than other procedures and can thus explain more variance, 
a choice consistent with both an open-vocabulary approach 
and our prediction goals. We called this model the 2009 
model, and we developed two semantic models for each year, 
one for the same-year prediction and one for the prediction 
of different years. Then, we obtained the topics probabilities 
of the 2013 tweets based on topics of the 2009 model. The 
topic coefficients of the 2009 model, together with the prob-
abilities of the topics using the 2013 tweets, were entered to 
calculate the Online Risk Index (ORI) of HIV for 2013 for 
each county. We correlated these ORI with the 2013 HIV 
rates reported by the CDC to evaluate the quality of predic-
tion. Fifty topics were extracted that are related to the STI 
rates, and the probability of each topic per county was esti-
mated based on the relative word frequencies distribution, 
as described in Schwartz et al. [42].

1 We compared a set of random tweets with and without location/
coordinate information (N  =  3,000), which showed remarkably 
similar vocabulary sizes: yes  =  10,911 and no  =  11,148, character 
count (per tweet): yes = 90 and no = 87, and word count (per tweet): 
yes = 15 and no = 14.
2 Google Maps Geocoding API is not a free web service (see https 
://devel opers .googl e.com/maps/faq for detailed pricing). Therefore, it 
is necessary to develop a reliable geo-mapping program for mapping 
millions of tweets.
3 About 19% of all tweets can be geo-mapped and left a large part of 
tweets excluded from the analyses. We can’t assess the model perfor-
mance of tweets that are with and without location/coordinate infor-
mation because all HIV/STI new diagnoses rates are reported at the 
county-level.

https://developers.google.com/maps/faq
https://developers.google.com/maps/faq
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Statistical Analysis

To reduce the skewness of STI rates, we applied natural 
log transformations [51]. We trained one model year and 
used this model to estimate ORIs for all subsequent years. 
For example, we applied the 2009 HIV topic model (i.e., 
model of 2009 tweets trained with the HIV rates from 
2009) to the 2010 Twitter data to calculate the 2010 ORIs. 
Next, we input the 2011, 2012, and 2013 Twitter data into 
the same 2009 model to calculate their respective ORIs. 
The 2010 model was applied to tweets from 2011, 2012, 
and 2013 to estimate their ORIs, and so on. To assess the 
model performance, we examined the correlations between 
ORIs and actual rates. The analyses were repeated for HIV 
(N = 674–694 counties; the available number of counties 
varied across years, see Table 2 for details), chlamydia 
(N = 2050–2240), and gonorrhea (N = 1627–1845). We 
also examined three states (California, Florida, and New 
York) separately to illustrate the usefulness of our models 
for specific state prediction. All analyses were conducted 
at the county level.

Fig. 1  Procedures of geolocation, message grouping, and topic extraction

HIV

Chlamydia

Gonorrhea

Fig. 2  Top two word clouds (with top 20 words) of the 2009 seman-
tic model to compute the Online Risk Index of STIs in 2013. Terms 
starting with ‘name[CAPITAL LETTER]’ or ‘username[CAPITAL 
LETTER]’ here are used as substitutes for proper names (usually of 
celebrities) or usernames to anonymize that data. The capital letter 
denotes the first letter of the first name. The size of each word indi-
cates the relative weight within a word cloud

Table 2  Number of U.S. counties included in the estimation of ORIs

STIs 2009 2010 2011 2012 2013

Chlamydia 2050 2174 2164 2221 2240
Gonorrhea 1627 1694 1720 1806 1845
HIV 694 674 692 678 687
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Results

Overall Prediction of U.S. Counties

We correlated the ORIs and actual STI rates to assess to 
what extent social-media-based models can generate useful 
markers of health status across counties.4 Figure 3 presents 
the forest plots of all correlations among the ORIs and actual 
rates. Most correlations were significant (p values < .0001) 
and medium (≥ .30) to large (≥ .50) in size [52] (mean cor-
relations of HIV: rm = .52, chlamydia: rm = .48, and gonor-
rhea: rm = .54). The results indicate that semantic models 
based on Twitter data can be successfully used to obtain 
risk indices of HIV, chlamydia, and gonorrhea. This means 
that social media data from a county, rather than data from 
only high-risk users, can be used in studying a wide range 

of STIs. However, the 2011 model showed a few weak cor-
relations, suggesting that models may not perform optimally 
in all cases: Because our Twitter database contained fewer 
tweets from 2011 than from other years (see Table 1), it is 
possible that the small size of the 2011 Twitter data may 
not be sufficient to identify important semantic features for 
prediction.

Prediction Across Models Developed in Different 
Years

Next, Fig. 3 shows a tendency for more recent models to 
predict the data slightly better than older models, which 
indicates a the-later-the-better pattern. For example, in the 
analyses of 2013 ORIs, the 95% confidence intervals of 2012 
and 2013 models did not overlap with the 2009 and 2010 
models (the differences between correlations ranged from 
.07 to .12). Such a pattern was present in the 2011, 2012, and 
2013 ORIs for both chlamydia and gonorrhea (see Fig. 3). 
However, the the-later-the-better pattern was not observed 
for HIV. The associations between the ORIs and the actual 
rates were similar with one exception: Again, models trained 
in 2011 performed significantly worse than models trained in 
other years. All remaining models performed about equally 

Fig. 3  Forest plots of correlations between the ORIs and actual rates 
at the county-level in 2009–2013 along with their 95% confidence 
intervals (error bars). Y-axes indicates which year of model was used 
to calculate the ORIs and x-axes indicates the correlation levels (Top 
panels for HIV, middle panels for chlamydia, and bottom panels for 

gonorrhea). Red dots refer to particularly small correlation coeffi-
cients whose confidence intervals do not overlap with the others; blue 
dots refer to larger correlation coefficients whose confidence intervals 
do not overlap with the others

4 We present the rank-based residuals of the actual (non-log-trans-
formed) STI rates and the back-transformed ORIs (see Table in Sup-
plementary Information). The overall residuals showed negligible 
differences for HIV, gonorrhea, and chlamydia, implying that the 
semantic models showed no strong biases. Altogether, the semantic 
models using Twitter language thus provided satisfactory perfor-
mance in estimating the county-level STI risk.
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in predicting risk indices in 2012 and 2013. Taken together, 
the results provided preliminary evidence that later semantic 
models can better estimate the ORIs of chlamydia and gon-
orrhea, but not HIV, and that a large Twitter data set may be 
necessary for optimal estimation.

Prediction of Specific States

Finally, we singled out California, Florida, and New York 
to illustrate the prediction of risk indices on a more regional 
level, rather than nationwide. To visualize the distribu-
tions, we plotted the ORIs for 1 year (2013) based on the 
2012 model and the actual rates on state maps (Fig. 4). The 
geographic distributions of the ORIs and the actual rates 
were consistent and the correlations between these values 
were moderate to large (California: rs = .53–.64, Florida: 
rs = .60–.70, New York: rs = .42–.68). Across all years of 
data, most of the correlations were significant for California 
and Florida (see Table 3). Model performance for chlamydia 
and gonorrhea was largely similar across years, indicating 
that the the-later-the-better pattern was not present in Cali-
fornia and Florida. As on the national level, the 2011 mod-
els performed poorly, especially when base rates were low 
(HIV) or fewer counties were available (New York). The 
models of chlamydia and gonorrhea were highly variable 
for New York: Only 2009 and 2012 chlamydia models and 
2010, 2012, and 2013 gonorrhea models performed accept-
ably. Altogether, these results suggest that the semantic mod-
els are valuable on a state-specific level, but not when only 
a few counties have available data.

Discussion

Our work used Twitter data to obtain online risk indices 
(ORIs), and the findings showed moderate-to-strong asso-
ciations between language signals and rates of new HIV, 
gonorrhea, and chlamydia diagnoses across 5 years of data. 
The findings demonstrate an overall tendency for models 
developed in recent years to predict the STI rates slightly 
better than models developed in earlier years. Overall, we 
found that text-based social media data can give a useful 
indication of geographic variation in HIV and STI risk, 
and such semantic models could also process text data 
from other social media. The analyses revealed satisfactory 

Fig. 4  a Maps of the actual rates (left column) and ORIs (right col-
umn) of HIV (top: California, middle: Florida, bottom: New York). 
Counties shown in white have missing data. b Maps of the actual 
rates (left column) and ORIs (right column) of chlamydia (top: Cali-
fornia, middle: Florida, bottom: New York). Counties shown in white 
have missing data. c Maps of the actual rates (left column) and ORIs 
(right column) of gonorrhea (top: California, middle: Florida, bottom: 
New York). Counties shown in white have missing data

▸
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performance not just nationwide, but also in specific states, 
offering promising opportunities for integrating big data into 
local surveillance and prevention work.

In addition to being the first systematic prediction 
attempt using social media data, our analysis is the first to 
consider the stability of prediction across years in any dis-
ease domain. We improved on previous cross-sectional stud-
ies [28–30] by evaluating the prediction performance across 
models developed for five different years. Two patterns of 
correlational results were recorded in the present work. The 
overall strength of the correlations varied minimally across 
years of input data for HIV: For example, ORIs from models 
trained in 2010 predicted 2013 HIV ORIs about as well as 
indices from models trained in 2013 did. Such a pattern was 
absent only when the Twitter dataset was substantially small, 
as in our 2011 data.

For chlamydia and gonorrhea, the findings suggest that 
more recent models are slightly more useful for understand-
ing STIs than older models. Despite this the-later-the-better 
pattern for chlamydia and gonorrhea over three years, the 
difference in performance was small; the correlations with 
actual rates differed by about .10. The findings suggest that 
the prediction via social media data could be designed to 
minimize effort: Researchers can collect STI data and build 
a new Twitter-based model every 2–3 years, rather than hav-
ing to do it every year. Meanwhile, real-time data can still 
be entered into the model to make time-sensitive estimates 
with satisfactory performance without waiting for the release 
of the actual rates to build a model for the current year. In 

summary, the similarity of prediction with models obtained 
across years is good news for practical application: A single 
round of model building can yield a semantic model that 
predicts well for several years. This allows the implemen-
tation of easy-to-use web applications, in which end-users 
could simply enter text data from a group of counties to 
obtain ORIs, without developing any machine learning mod-
els themselves.

Our findings can provide insights for public health offi-
cials to understand and anticipate the STI profile of a region 
with a relatively low cost and brief time delay. The open-
vocabulary approach we selected does not require the identi-
fication of location-specific or time-specific words and terms 
for an area. Twitter-based models may be used to allocate 
scarce campaign resources into the communities that pre-
dictions identify as being at high risk. Furthermore, such 
ORIs are not only useful in nationwide analyses but also in 
specific states if enough social media data is available. The 
advantages of ORIs include that they can be obtained for a 
widely dispersed population, they do not require expensive 
setup for the collection of responses, they are based on social 
media data that can be obtained in real-time, they repre-
sent the experiences and communications of a young and 
diverse population, and they work well over several years. 
Public health officials, in conjunction with social media 
analysts, can obtain insights into STIs in areas of interest 
and add valuable information on decisions of where to allo-
cate resources for further investigation and prevention. In 
summary, the proposed Twitter-based model can be used to 

Table 3  Correlations between 
the 2013 ORIs and the actual 
rates of new HIV, chlamydia, 
and gonorrhea diagnoses

Sample sizes of correlation analyses varied among STIs (Chlamydia: Ns = 54 for California, Ns = 63 for 
Florida, Ns = 59 for New York, Gonorrhea: Ns = 49 for California, Ns = 61 for Florida, Ns = 53 for New 
York; HIV: Ns = 33 for California, Ns = 44 for Florida, Ns = 29 for New York)
**p < .01, ***p < .001

STIs Years of model States

California Florida New York

Chlamydia 2013 .58*** [.37, .73] .57*** [.38, .72] .26 [.01, .49]
2012 .56*** [.34, .72] .60*** [.42, .74] .42*** [.19, .61]
2011 .51*** [.29, .69] .39** [.16, .58] .13 [-.13, .37]
2010 .69*** [.51, .81] .49*** [.28, .66] .33 [.08, .54]
2009 .53*** [.31, .70] .52*** [.32, .68] .36** [.12, .57]

Gonorrhea 2013 .40** [.13, .61] .65*** [.48, .78] .55*** [.33, .72]
2012 .53*** [.30, .71] .57*** [.38, .72] .59*** [.38, .74]
2011 .52*** [.28, .70] .51*** [.29, .67] .33 [.07, .55]
2010 .55*** [.32, .72] .34** [.09, .54] .44*** [.2, .64]
2009 .42** [.16, .63] .37** [.13, .57] .23 [-.04, .47]

HIV 2013 .65*** [.39, .81] .49*** [.22, .69] .75*** [.52, .87]
2012 .64*** [.38, .81] .70*** [.51, .83] .68*** [.42, .84]
2011 .29 [-.06, .58] .29 [.00, .54] .16 [-.22, .49]
2010 .51** [.21, .73] .55*** [.31, .73] .64*** [.36, .82]
2009 .31 [-.03, .59] .51*** [.25, .70] .60*** [.30, .79]
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make time-sensitive risk predictions of STIs in communities 
in an economical and efficient way.

The results presented correlation coefficients and should 
of course not be the basis for causal conclusions—in many 
cases, the tweets are likely indicators of social attitudes and 
conditions in the communities rather than being the cause 
of disease patterns. Twitter data can thus predict health out-
comes for different reasons: The communications might be a 
signal of distal risk factors which then predict STI risk (e.g., 
the models may detect counties with higher poverty, which 
is, in turn, associated with increased risk of HIV), they 
might reflect proximal risk factors which then predict STI 
risk (e.g., condomless sex), they might signal infections that 
have already occurred (e.g., tweets about someone’s experi-
ences with a new HIV medication), or they might reflect 
awareness of STI in the communities (e.g., tweets about 
news reports or online campaigns that encourage testing). 
Some of the keywords identified by the topic models also 
refer to real-world spaces with currently elevated STI rates, 
such as “southeast” (HIV) or “coast” (chlamydia; Fig. 2). 
Other words are specific to online spaces, such as usernames 
of Twitter users or “tweetup” (a meeting that happens on 
Twitter; Fig. 2). The overall tone of the messages may also 
convey psychological characteristics that can be predictive 
of health patterns: For instance, more future-directed tweets 
have been found to predict lower HIV prevalence [30], and 
references to positive emotions are associated with lower 
levels of heart disease mortality [31]. Most likely, the cor-
relations reflect all these aspects.

We recommend that future projects analyze testing data 
as an additional outcome variable to better disentangle 
whether different topics are actually associated with higher 
STI incidence, or merely with higher testing rates. Other 
work can analyze the message content to identify factors 
that promote the awareness of HIV campaigns and, poten-
tially, the effects of HIV/STI treatments and care [53]. An 
examination of the words captured in our semantic models 
(Fig. 2) nevertheless reveals daily and informal language 
that seems largely unrelated to testing campaigns or media 
coverage, thus making it unlikely that the influence of testing 
campaigns is driving our results.

Further, any causal influences of online social communi-
cations on infections may not be reflected in new diagnosis 
estimates after a certain time interval: For the examination 
of HIV, the time lag between infection and diagnosis can be 
several years long. For other infections, the time between 
infection and testing may range from weeks to months. Pro-
spective data collection of tweets will be necessary to esti-
mate more precisely across which time frame online health 
campaigns affect STIs in the years to come. Even with the 
exact nature of the underlying relations unspecified, our find-
ings reveal that tweets can consistently predict the risk of 
new HIV, chlamydia, and gonorrhea diagnoses even when 

predicting over a large region and even when the predic-
tion is attempted with models developed in different years. 
Thus, social media data, specifically tweets, can be a useful 
information source on which researchers and practitioners 
can capitalize.

One important caveat is that social-media sites, and the 
Internet as a whole, experience rapid changes. The approach 
we used is based on available volume and accessibility of 
social media data, but is not specific to Twitter. The mod-
els of language features will be able to use messages from 
any text-based sites for which data are available, including, 
blogs, forums, and chat services. For example, language 
analyses like ours could also be used for Tumblr posts, Insta-
gram captions, or other text-message clients when such data 
are available. Specific sites may change, but the centrality of 
the online world to contemporary life is unlikely to go away.

The present work has other limitations that are worth not-
ing. The proposed ORIs were developed based on a genera-
tive probabilistic model which emphasizes explaining the 
largest variance in most of the cases instead of extreme cases 
(outliers). Therefore, the ORIs are less likely to estimate 
counties with extreme values. Future research may develop 
specific Twitter-based models aimed towards detecting out-
breaks of STIs by, for instance, predicting change scores 
instead of current rates. Furthermore, models for which 
fewer data were available (e.g., because we had fewer tweets 
from 2011 than from other years and fewer county-level 
HIV data are available for New York than for other states) 
performed poorly compared to other models, highlighting 
the importance of a large and complete data set for accu-
rate predictions. Additionally, the results from this study 
are dependent on the quality of the data used to develop 
the models. Any systematic biases in the surveillance data, 
such as an underestimation of chlamydia rates in men due 
to lower testing rates, are not resolved by using social media 
data. Finally, specific words and phrases identified in the 
present work might be difficult to interpret within any theo-
retical framework of STIs due to the diversity of writing 
styles and conventions used on Twitter.

The results of the present study encourage future research 
to investigate the causal influences of Twitter as a potential 
premise of using social media in health campaigns. We pre-
sent evidence that social media data can be used to estimate 
risk indices of HIV, gonorrhea, and chlamydia. By analyzing 
Twitter messages, we can identify geographic regions that 
are at high risk. Further, the associations between language 
use and STI rates seem temporally stable and thus useful 
for predicting health patterns over several years. Whereas 
official CDC STI data provide precise and reliable estimates 
after a comparatively long delay in publishing, Twitter data 
can offer real-time risk indices and can thus be a useful sup-
plement to obtain information quickly. In the future, the 
ready availability and high temporal resolution of social 
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media data can help researchers, communities, and public 
health officials to better understand the health status of com-
munities and target timely campaigns in the United States 
and potentially in other parts of the world.
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